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ABSTRACT

We present a tutoria description of the CAP Computer-Aided Parallelization tool. CAP has been designed with the goal of
letting the parallel application programmer having the complete control about how his application is parallelized, and at the
same time freeing him from the burden of managing explicitly alarge number of threads and associated synchronization and
communication primitives. The CAP tool, a precompiler generating C++ source code, enables application programmers to
specify at a high level of abstraction the set of threads present in the application, the processing operations offered by these
threads, and the parallel constructs specifying the flow of data and parameters between operations. A configuration map
specifies the mapping between CAP threads and operating system processes, possibly located on different computers. The
generated program may run on various parallel configurations without recompilation. We discusstheissues of flow control and
load balancing and show the solutions offered by CAP. We aso show how CAP can be used to generate relatively complex
parallel programs incorporating neighbourhood dependent operations. Finally, we briefly describe area 3D image processing
application: the Visible Human Slice Server (http://visiblehuman.epfl.ch), its implementation according to the previously
defined concepts and its performances.
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1. INTRODUCTION

Image oriented access and processing operations are often both compute and 1/0 intensive. Making use of a large number of
commodity componentsworking in parallel, i.e. paralel processing on several PC's and parallel accessto many disks offersthe
potential of scalable processing power and scalable disk access bandwidth.

Themain problem of using parallel distributed memory computersisthe creation of aparallel application made of many threads
running on different computers. Programming a parallel application on top of the native operating system (e.g. WindowsNT)
or with amessage passing system yields synchronous parallel programs, where communicationsand 1/0O operations do generally
not overlap with computing operations. Creating parallel programs with completely asynchronous communications and 1/0
accesses is possibl €5 10 put difficult and error prone. Tiny programming errors in respect to synchronization and information
transfer lead to deadlocks which are very hard to debug. The difficulty of building reliable paralel programs on distributed
memory computers is one of the reasons why most commercia parallel computers are rather expensive SMP computers, i.e.
computers whose processors interact via shared memory and synchronization semaphores (for example the SGI Origin 2000
multiprocessor system).

To be competitive, parallel processing needs to exploit the potentidlities of the underlying parallel hardware and software
(native operating system). Parallel applications may hide communication and disk access times by pipelining them with
processing operations. When decomposing an image into tiles to be processed by a set of n processors, communication can be
largely hidden if the original image is segmented into a number of tiles (k-n) which is a multiple of the number of available
processors (k integer, k >>1). Then, assuming that the computation is compute-bound, the total processing timeis composed by
the timeto fill the pipelineg, i.e. the time to send the first n tiles to the n processors, the time to compute in parallel k-n tiles and
the time to send the last tile back to the master processor. If the pipeline set-up time is small in respect to the pure parallel
computation time, agood speed-up may be attained. Similar considerations apply when hiding disk access times. For example,
an application which requires 1 second disk accesstime and 1 second processing time can be executed as a pipeline comprising
disk access and processing operations and take only slightly more than 1 second.

Ensuring on each contributing processing unit that data transfers to the network or to the disk are done at the same time as data
processing requires generally several threads within the same address space : threads responsible for communications, threads
responsible for 1/0 operations and a thread responsible for computation operations. These threads may synchronize when
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exchanging messages and through appropriate synchronization semaphores. Conceiving explicitly multi-threaded parallel
applicationsistherefore difficult and error-prone. The alternative of programming in each processing unit an event loop relying
on asynchronous message passing and file access primitives is also relatively difficult to achieve.

Further complexity isintroduced if one would like to ensure load balancing, i.e. making sure that each slave processing unit is
busy during the time that the computation goes on. Finally, image processing operations are often neighbourhood-dependent,
i.e. to process a pixel or avoxel, the values of neighbouring pixels or voxels need to be known. Processing units need therefore
to be able to exchange image tile borders in a synchronized manner.

In this paper, we would like to give a tutorial-like presentation of CAP, the Computer-Aided Parallelization tool we propose
for simplifying the creation of efficient pipelined parallel image processing programs on distributed memory multiprocessor
systems. CAP has been successfully applied for creating real applications, such as the Visible Human Slice Server (http://
visiblehuman.epfl.ch) running on a multi-PC multi-disk platform.

2. COMPUTER-AIDED PARALLELIZATION: THE CONCEPT

The CAP Computer-Aided Parallelization tool has been designed with the goal of letting the parallel application programmer
having the complete control about how his application is parallelized, and at the same time freeing him from the burden of
managing explicitly alarge number of threads and associated synchronization and communication primitives.

The CAP tool enables application programmers to specify at ahigh level of abstraction the set of threads, which are present in
the application, the processing operations offered by these threads, and the paralel constructs specifying the flow of data and
parameters between operations. This specification completely defines how operations running on the same or on different
processors are sequenced and what data and parameters each operation receives as input values and produces as output val ues.

The CAP methodology consists of dividing a complex operation into severa suboperations with data dependencies, and to
assign each suboperation to one of the program threads. The CAP preprocessor automatically compiles the high-level
description into a C++ program source that implements the required schedule, i.e. the synchronizations and communications to
satisfy the data dependencies underlying the parallel constructs. CAP also handles for alarge part memory management and
communication protocols, freeing the programmer from low level issues.

CAP operations are defined by a single input, a single output, and the computation that generates the output from the input.
Input and output of operations are called tokens and are defined as C++ classes with serialization routines that enable the tokens
to be packed, transferred across the network, and unpacked. Communication occurs only when the output token of an operation
istransferred to the input of another operation.

An operation specified in CAP as a schedul e of
Threads: T, T, To suboperations is caled a parallel operation. A
parallel operation specifies the assignment of

suboperations to threads, and the data
inout > op Py dependencies between suboperations. When two
P OUPUL o onsecutive operations are assigned to different

split T, merge )—>»

threads, the tokens are redirected from one
_, thread to the other. As a result, paralle
operations also specify communications and
synchronizations between sequential operations.
Fig. 1 Parallel split-mergeconstruct. A Sequentia| Operation, Spec|f|ed as a C++

routine, computesits output based onitsinput. A
sequential operation cannot incorporate any communication, but it may compute variables which are global to its thread.

Each parallel CAP construct consists of a split function splitting an input request into sub-requests sent in a pipelined parallel
manner to the operations of the available threads and of a merging function collecting the results. The merging function also
acts as a synchronization means terminating its execution and passing its result to the higher level program after the arrival of
al sub-results (Figure 1). The mapping of the threads to the computing unitsis specified by aconfiguration file. Figure 2 shows
a possible mapping.



The CAP specification of aparallel program

PC “user” PC IP 128.178.71.141 . . . .
isdescribed in asimple formal language, an
input thread extension (_)f C++. This specification is
split T, trandated into a C++ source program,
(server) which, after compilation, runs on multiple
thread T processors according to aconfiguration map
(client) PC IP 128.178.71.142 ~ SPecifying the mapping of the threads

running the operations onto the set of

output thread available processors3. The macro data flow
-f— < merge rea . .

op P, i model which underlies the CAP approach
(server) has aso been successfully used by the
Fig. 2 Mapping of the parallel construct onto a simple multi- creators _Of the ~MENTAT  paralld

PC configuration. programming language [5].
Thanksto the automatic compilation of the parallel application, the application programmer does not need to explicitly program
the protocols to exchange data between parall el threads and to ensure their synchronizations. CAP’s runtime system ensuresthat
tokens are transferred from one address space to another in a completely asynchronous manner (socket-based communication

over TCP-IP). Thisensuresthat correct pipelining is achieved, i.e. that dataistransferred through the network or read from disks
while previous data is being processed. Supported platforms are WindowsNT and Unix.

3. INTRODUCTION TO THE CAP-BASED PARALLELIZATION

InaCAP program, the application devel oper specifiesaset of threads (keyword process), processing operations available within
each thread (keyword operations) and global variables (keyword variables) in each thread which are maintained during the life
of the thread. The basic CAP parallel construct comprises a split function, an operation possibly located in server threads and
amerge function.

split(subPart0) —» ComputeServer[0].subOperation(subPart0)—» merge(subResult0)
¥ split(subPart1) —» ComputeServer[1].subOperation(subPartl)—» merge(subResultl)
split(subPart2) —» ComputeServer[0].subOperation(subPart2)—» merge(subResult2)

inputData
VANRAY
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outputData

split(subPart9) —» ComputeServer[ 1].subOperation(subPart9)—» merge(subResult9)

Fig. 3 Parallel execution of 10 suboperations on two compute servers

The split function is called p times to split the input data into p subparts which are distributed to the different compute server
thread operations (ComputeServer[i].subOperation). Each operation running in a different thread ComputeServer[i] receives as
input the subpart sent by the split function, processes this subpart and returns its subresult to the merge function. The parallel
construct specifies explicitly in which thread the merge function is executed (often in the same thread as the split function). It
receives anumber of subresults equal to the number of subparts sent by the split function. Split and merge functions are executed
as many times as specified in the split function (parallel while construct) or as specified in the parallel construct iterator (indexed
parallel construct).

Fig. 3 shows the subdivision of an operation computing outputData from inputData into 10 suboperations computing subResult0
to subResult9 from subPart0 to subPart9. The suboperations are alocated evenly among two compute servers. subPart0 results
from the first call to the split function. The subresults are merged into the output data as soon as they are completed, i.e.
subResultO is not necessarily merged first. All the operations have the potential to be performed in parallel, but subparts
processed by the same compute server are processed sequentially.

int splitlinput (splitlnputTokenType* inputToken, CAP defines a standard way of paSSi ng data as inpUt to the Sp“t
splitlnput TokenType* previousToken,  fynction, to take the output of the split function and forward it as

splitQut put TokenType* & out put Token . X X
input to an operation, to take the output of an operation and to

1
2
3
4
5 { sequential C++ body
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Il o .
/1 programmer needs to create the output Token forward it as input to the merge function. Data passed between
jr functs Pod Semi e ot T SpLit functionis to split, operation and merge functions is embedded into a token
} structure. Token types are defined at the beginning of the

program.



10 1 eaf operation ComputeServerT: : subOperati on Prog. 1 specifies the interface of typica split functions, leaf

11 insplitQut put TokenType* i nput P operations and merge functions. In the splitinput function (lines 1 to
13 { W el geltnpft E‘iﬁe{}Zé?e} outputp 9), theinputToken contains the input data to be divided into subparts ;
sequenti1 a y y
14 /] attention: outputP token needs . . . .
15 /1 to be created by programmer the prevuousTgken contains the subpart resulting from the previous
17 voi d mer geOut put (mer geOut put TokenType* out put Resul t call to the splltlnqu function, and the outputTgken pafameter is the
13 ¢ il gebl rljput}TokenType* mergelnput) current subpart being computed by the split function. The leaf
nti ++ i . .
20 /11 35?3& Reaul t gengrgt ed by CAP operation contains the C++ code of the ComputeServer T:: subOperation

(lines 10 to 15), which computes a subresult (outputP) from a subpart
(inputP). In the mergeOutput function (lines 17 to 20), the mergel nput
parameter contains the subresult to be merged into the output data (outputResult parameter). Leaf operations, split functions and
merge functions are sequentia procedures written in the C++ language. The programmer needs to create the output tokens of
the split function and the output tokens of the operations. CAP directs automatically an output token to the input token of the
next operation. CAP creates the merge function output token of type mergeOutputTokenType defined by the user.

Prog. 1. split, merge and leaf operation

% ’;ngfgiegiéil l'el ServerT { CAP requires the programmer to specify explicitly the thread (or
3 Mai nProcessT Mai n; set of threads) which perform an operation. CAP is
% opermFaneserverT Comput eServer[4]; compositional, i.e. it enables to declare abstract high-level
6 Paral | es'p‘f‘i"ﬁurfpagt‘TOO’;(enType* i nput P threads which include lower level "real" threads. Low-level
g , out mergeQut put TokenType* outputP ; threads are mapped to operating system threads. For example, in
10 Prog. 2, the high-level thread Parallel Server T consists of one Main
11 // instantiati f the high-1 I th d H ; .

12 ParalTel Server T Paral el Server. oo thread running in the same address as the main program, and 4

ComputeServer threads running on separate computers. Real
threads perform sequential operations. High-level threads (or set
of threads) perform parallel operations. A client program launches the parallel execution of a program by calling a high level
operation (e.g. ParallelComputation) which is part of a high-level thread (e.g. ParallelServerT).

Prog. 2. thread hierarchy

The high-level operation ParallelComputation contains a
parallel while CAP construct enabling the client to split the
input data into parts to be sent to operations running in threads
located in the same or in different address spaces, possibly on
different computers (PC’s). The parallel while construct directs }

the token originating from the split function according to auser Prog. 3. parallel operation

defined field (index) located in the token generated by the split function. The index of the destination thread contained in the
field thisTokenP->index can be dynamically varied during the computation.

operation Parallel ServerT:: Parall el Conput ation
in splitlnput TokenType* inputP
out ner geQut put TokenType* out put P

Mai n, mer geQut put TokenType Resul t)

1

2

3

4

5 paral lel while (splitlnput, nergeCQutput,

6 ;

7 (Conput eSer ver [ t hi sTokenP->i ndex] . subQper ati on);
8

If the number of paralel branchesisindependent of the token generated by the split function, an indexed parallel construct can
be used, which requires dlightly modified split and merge functions (Prog. 4, lines 1 to 9). The corresponding indexed parallel
construct has the structure coded in Prog. 4, lines 15 to 17).
1 void splitlnput (splitlnputTokenType* i nput Token,
spl it Qut put TokenType* & out put Token,

int index) /1 current index of splitlnput call
{ ... Il sequential C++ body }

3

4

5

6 voi d nmergeQut put (mer geQut put TokenType* out put Resul t,
7 mer gel nput TokenType* mer gel nput,

8
9

int index) /1 current index of nergeCutput call
{ ... Il sequential C++ body } /1 output Result generated by CAP
10
11 operation Parallel ServerT:: Parall el Conputation
12 in splitlnputTokenType* inputP
13 out mer geQut put TokenType* out put P
14 { /Il this is the explicit index
15 indexed (int i =0 ; i < NUVMBER OF_PARALLEL_| TERATIONS ; i ++ )
16 parallel (splitlnput, nmergeQutput, Min, nergeCQutput TokenType Result)
17 ( Conput eServer[i ¥%NUMBER _OF COMPUTESERVERS] . subOperation ) ;
18 }

Prog. 4. Indexed parallel construct



In the case that the operations to be executed in 1 parallel (Main, mergeQutput TokenType Result) (
. . 2 (Splitlnput0, ConputerServer|[O0].operation0, MergeQutputO0)
para”el differ one from another (e-g- in the case of 3 (Splitlnputl, ConputerServer|[1].operationl, MergeQutputl)
i i i 4 (Splitlnput2, ConputerServer][2].operation2, MergeQutput?2)
functional p_ara_llellsm), a thl!‘d para”el const_ruct 5 (Splitlnput3, ConputerServer[3].operation3, MergeQutput3)
enables specifying custom split, custom operations 6 ) ;

and custom merge functions for each of the parallel Prog. 5. Parallel construct

branches. The syntax of the parallel operationisthe

following, for 4 parallel branches (Prog. 5). The Main thread executes the merge functions. According to the configuration file
(next page), it runs in the same address space as the main program. The result token is Result of type mergeOutputTokenType.

1 i{nt /n/rai n(int argc, cha;(r** ar gv) The ParallelComputation high-level operation may
2 create input token : . R
3 splitlnput TokenType* inputP = new (splitlnput TokenType); be_ca”ed from the main C++ program_ running in the
4 mer geQut put TokenType* mai nQut put ; client (or master) thread. After making use of the
5 cal |l Parall el Server. Paral | el Conput ati on .. . N .
6 in inputP out mainQutput; _ results (printing them, storing them in a file or
L SRy tosulis contain In the output token mainQutput processing them further), it is the programmer's
0 ) return 0; responsibility to delete the high-level parale
Prog. 6. Main program operation’s output token.

Under WindowsNT, the program is developed in the Visual C++ environment as a single multithreaded program running on a
single PC. The standard Visual C++ debugger is used to debug the Cap program. Once the program is running correctly as a
single NT process, a configuration map can be created to run the program as several NT processes on the same PC. If the
program behaves correctly, the configuration file can be adapted to run the program on multiple PC’'s. The communication
between the processes relies on a TCP/I P socket-based message passing system.

% /cénp?ggfgﬂ g;-fnf A configuration file specifies the mapping between
3 processes : CAP threads and underlying NT processes. A list of
‘g‘ i QdE ASe L e 141", *mandel br ot Par . exe" ) : NT processes (A, B, C, etc..) isdefined in the section
t : i i i
7 e (A) : I/ thread "Main" is located in the processes and the Cap threads defined in the section
g " se o1 i\/ sane address space as the main program threads are mapped to the declared NT processes
10 "Sewg:H . EA% I (Prog. 7). In the configuration file example shown
B esrvertdl (B above, A and B are NT processes. Process A is
13 } associated to the PC where the program is started

Prog. 7. Configuration file and process B is a server process running on the PC

designated by its IP number. The executablefileis given by itsfull path specifier. To provide a correct initia load distribution,
two server threads execute on the master PC and two slave threads on the Slave PC.

4. A DIDACTIC EXAMPLE : COMPUTING THE MANDELBROT SET

The Mandelbrot set is a set of complex numbers {c O C}, where after an infinite number of applications (in the program,
MAX_| TERATI ONS) of complex function f;(0) = Z2+c, the resulting absolute value [f."(0)| is smaller than infinity (in the program,
smaller than MAX_MAGNI TUDE). The Mandelbrot set isincluded within aregion of radius 2 from the center of origin.

The complex map showing the Mandelbrot set can be easily computed: we define the width of each pixel to beagiven fraction,
for example 1/100 and draw an image ranging from approximately (-2,-2) to (+2,+2).

The Mandelbrot program uses a simple parallel while loop for asking in round-robin manner the compute server threads to
compute the image scanlines (see operation Parallel ServerT::GlobalOperation). The split function distributes scanline indices
(token TileDescriptionT) to the server thread operations (ComputeMandelbrot). Each server thread generates the scanlines it is
asked to synthesize and sends each one as a token of type TileT to the merge function. The merge function merges the scanlines
into the final image (token ImageT). The full program, comprising the definition of constants, tokens, CAP threads, user
functions, leaf operations and main program is shown.

4.1. Program head with user defined constants and functions

The Mandel brotFunction computes the color of each pixel in the Mandelbrot set, as afunction of its x, y coordinates (Prog. 8).

/* mandel brotPar.pc : sinple parallel programfor conputing the Mandel brot set */
#i nclude "conpl ex. h" /1 conpl ex number class

const int NUMBER_OF_COWUTE_SERVERS = 4;

const int |IMAGE_SIZE X = 512; const int |IMAGE_SIZE Y = 512;

OhWNE



6 // Mandel brot fonction constants

7 const double X START = -2.0; const double Y _START = -2.0; const double GAP = 0.01;
8 const int MAX_| TERATI ONS = 200; const doubl e MAX_MAGNI TUDE = 200. 0;
9

10

11 /1 Mandel brot function renders magnitude after a number of iterations

12 /1 if magnitude very small (zero after rounding operation),

13 Il (x,y) value belongs to the Mandel brot set

14

15 unsi gned char Mandel brot Function(int x, int y){

16 conpl ex c(X_START + x*GAP, Y_START + y*GAP); conplex z(0.0,0.0);

17 int k =0; double m // initial val ues

18 while (z.Magnitude() < MAX_MAGNI TUDE && k < MAX_| TERATI ONS) {

19 z =2z %* 2z +c;

20 k++;

21 }

22 m = z. Magni t ude();

23 if (nmr2550) m = 2550; /1 limt the magnitude to the meximal diplayable value: 255 *10
24 return (unsigned char)(m 10); // return truncated magnitude as pixel intensity between 0 and 255
25 }

Prog. 8. Mandelbrot constants and function definition

4.2. Token definitions

The necessary set of tokens comprises one token to start the parallel computation, one token with the scanline index, one token
incorporating one full scanline and the output token comprising the full image.

1 token StartT {}; /1 enpty token is input to the split function:
2 /Il it specifies the start of the conputation

3 token TileDescriptionT { /Il this token is sent by the split function to specify the scanline index
4 int |inelndex; /1 scanline index

5 TileDescriptionT (int Index) { linelndex = Index; }

6 };

7 token TileT { /1 resulting inmage tile conprising one scanline
8 int |inelndex; /1 scanline index of conputed l|ine

9 unsi gned char buffer[ | MAGE_SI ZE_X] ;

10 TileT (int index){

11 l'i nel ndex = index ; /1 inline constructor

12 }

13 ;

14 token I mageT { /1 token conprising the full image,

15 // used as the output of the nerge function

16 unsi gned char buffer[ | MAGE_SI ZE_X*| MAGE_SI ZE_Y] ;

17}

Prog. 9. Mandelbrot tokens

4.3. CAP threads

A high-level thread containing all other threads aswell asthe “Main” thread running in the same address space asthe C++ main
program are required. High-level threads incorporate high-level operations and normal threads incorporate leaf operations and
possibly thread variables. Only normal threads are mapped to operating system threads.

1 process Parall el ServerT { /1 higher-level abstract thread with subthreads
2 subprocesses :
3 Mai nProcessT Main ;
4 Conput eServer T Server [ NUMBER_OF_COWUTE_SERVERS] ;
5 operations : /1 higher-level operation, callable frommain program
6 d obal Operation in StartT* InputP out |nageT* QutputP ;
7 ;
8
9 process ConputeServerT { I/ declaration of conpute server thread
10 operations :
11 Conput eMandel brot in TileDescriptionT* InputP out TileT* QutputP;
12}
13
14 process MainProcessT { /1 main process is the thread running the main program
15 operations :
16}
17
18 Paral | el ServerT Paral | el Server ; /1 instantiation of high-level parallel thread

Prog. 10. M andelbrot thread hierarchy

4.4. CAP operations, split and merge functions

A high-level CAP operation generally incorporates a parale construct. This parallel construct either incorporates other CAP
high-level operations or leaf operations and specifies the split and merge functions.

plit function with fixed sequence

1 int SplitFunction (StartT* inputP, Il s
/1 of input paraneters

2 Ti | eDescri ptionT* previ ousP,



3 Ti | eDescri pti onT*& next P)
4
5 int nextlndex = 0; /1 scanline index
6 if (previousP! -0) next| ndex = previousP->linel ndex + 1;
7 next P = new Til eDescri ptionT(next|ndex); I/ allocates output token with correct index val ue
8 if (nextlndex == | MAGE_SIZE_Y-1) return O; I/l if last scanline, returns O
9 else return 1; I/ else continue calling the split function
10 }
11
12 | eaf operation ConputeServerT:: Conput eMandel br ot /1 code of |eaf operations
13 in TileDescriptionT* |nput tP /1 input token is coming fromsplit fct
14 out TileT* QutputP /1 output token travels to nerge function
15 {
16 Qutput P = new Ti |l eT(I nput P->l i nel ndex) ; /1 allocates output token:
17 // tile conprising a single scanline
18 for (int i=0; i< |IMAGE_SIZE_X; i++) /1 conputes magn val ues of each pixel of scanline
19 Qut put P->buffer[i] = Mandel brot Function(i, | nputP->linel ndex);
20 }
21
22 void MergeFunction (I nmageT* intoP, TileT* inputP) // nmerges scanlines into output inmage buffer
23 { Il copies one full scanline from
24 /| & nput P->buffer to & ntoP->buffer
25 CopyMenory (& nt oP->buffer[i nput P->li nel ndex*| MAGE_SI ZE_X] , & nput P->buffer, | MAGE_SIZE X);
26 }
27
28 oper ation Parall el ServerT:: d obal Operati on /1 definition of parallel operations
29 in StartT* | nputP
30 out |nmageT* CQutputP
31
32 parall el while ( SplitFunction, MergeFunction, Min, |ImageT Result())
33 ( Server[thi sTokenP->|i nel ndex¥NUMBER_OF_COVPUTE_SERVERS] . Conput eMandel brot) ;
34 }

Prog. 11. Mandelbrot parallel computation

4.5. Main program

The main program incorporates an instantiation of the token which isthe input to the parallel GlobalOperation. CAP generates
the output token of the required type ImageT.

1 int main () // main program
2
3 long StartupTime = GetTickCount ();
4 I ong EndConput i ngTi ne;
5 StartT* InputP = new StartT() ; /1 input token to global operation
6 | mageT* Qut put P; /1 output token coming from global operations
7 /1 calling the parallel operation
8 call Parallel Server.d obal Operation in I nputP out QutputP ;
9

10 EndConput i ngTi ne = Get Ti ckCount () ;

11

12 printf("Conmputing time [nms] is % \n”, EndConputingTine-StartupTine );

13 return 0 ;

14}

Prog. 12. Mandelbrot main program

5. FLOW CONTROL AND LOAD BALANCING ISSUES

In the current CAP implementation, the split function generates the tokens at a much higher rate than they can be consumed,
i.e. processed by operations within the parallel construct and merged by the merging operation. Tokens may therefore
accumulate in front of operations and merging functions. This may require considerable amounts of memory and induce disk
swapping operations (transfer of virtual memory to and from disk).

Another problem is load balancing. In real applications,

1 flow control (maxNbTokens) K . X

2 i ndeixed § § § dexes) the load may be different in different compute servers.
3 int index = 0 ; index < indexMax ; index++ . .

4 parallel (splitfct, nergefct, Main, QutT outP) Thereistherefore aneed to direct tokens generated by the
5  (ConputeServer[...].operation) ; split function towards a compute server which has

Prog. 13. flow-control terminated an operation on a previous token.



i ndexed For the purpose of flow-control and load balancing,

1
2 ( int indexFC = 0 ; indexFC < maxNbTokens ; indexFC++ ) ooy ;
3 paral l el (copyl nput Token, copyQutput Token, Main, QutT outP) ( the CAP preprocr translates an indexed Para”el
4 for ( int nbCirculations = 0 ; loop, respectively a parallel while loop, into a
5 nbG rcul ati ons<i ndexMax/ maxNbTokens ; . . . .
6 nbGi reul ations++ ) combination of indexed parallel, respectively paralle
: Cs Cmpttarderver(. .1 operation whileand afor CAP construct. The constructs shown
18 )>—> Mai n. mer gef ct in Prog. 13 is translated into the construct described
11 ); _ _ in Prog. 14, where a token is recirculated in a for
Prog. 14. CAP flow-control implementation loop, and at each new entry into thefor loop, the split
function is caled. The cycling around the for loop
1 ( ensures that at one time, only maxNbTokens are in
2 Indexeqn o (29 _ _ _ circulation. The application developer specifies by
4 (int index =0 ; index < indexMax ; index++) the instruction flow_control(maxNbTokens) the
5 parallel (splitfct, nmergefct, main, QutT outP) . . .
g ( Conputer Server [ ca;;_f ci ndex0Y%bCf Corput eSer vers] . number of tokensin circulation, for example 20.
operation );
&) The load-balancing mechanism uses the same
Prog. 15. L oad balancing construct: tokens recirculate according to afor loop

along the branch of an operation, which has just
terminated a previousloop. For example, if the flow-control variable specifies 20 circulating tokens, then each token represents
an independent execution branch, i.e. each token may be forwarded to an operation located possibly in adifferent address space.
The execution branch index is available through the CAP variable cap_fcindex0. This means that when a branch has terminated
asingle execution, it is again available to receive a token and to execute an operation. To ensure sufficient pipelining, several
tokens should circulate in each compute server thread, for example 20 tokens circulating in 4 distinct compute server threads.
The modulo operation cap_fcindex0%NbOfComputeServers specifies the current compute server thread index. An example of a
construct enabling flow-control and load-balancing is the following shown in Prog. 16. To ensure both flow control and load
balancing, the parallel while construct of the previously described MandelbrotPar program needs to be modified as follows:

operation Parall el ServerT:: d obal Operati on
in I mageT* | nputP
out | nmageT* QutputP

fl ow_control (20)
parallel while (SplitFunction, MergeFunction, Min, ImageT Result())
( Server[cap_fci ndex0O¥WUVBER OF COVPUTE_SERVERS] . Conput eMandel brot ) ;

O~NOURAWNE

}
Prog. 16. Flow-control, load balanced Mandelbrot parallel operation
To show that load balancing really works, a simple example consists in running the Mandelbrot program as a set of 4 slave CAP

threads on two PC’s, both with and without flow control, once distributed as 2 CAP threads per PC (equilibrated version) and
once as 1 CAP thread on one PC and the other 3 CAP threads on the other PC (non equilibrated). Table 1 showsthe results. The

Configuration without flow control | with flow control
single PC 12.26 s 12.37 s

2 PC, equilibrated 6.63s 6.62 s

2 PC, non equilibrated | 9.55s 6.67 s

TABLE 1. Mandelbrot program execution times on one and two Pentium |1 PC’s

single processor execution time is around 12s. In the non-equilibrated configuration without flow-control, the second processor
executes 3/4 of the jobs and should take around 9s (neglecting the communication overheads). The measured execution

timein that configuration is 9.55s. When flow control is enabled, the thread executing alone on the first PC consumes as many
jobs as the three threads executing on the second PC, and the total execution time is down to around 6s. Flow control ensures
that the PC with only one of the four CAP threads remains busy, i.e. more Mandelbrot image line generation requests are
directed to that CAP thread than to each of the other 3 CAP threads located in the second PC.

6. NEIGHBORHOOD DEPENDENT PARALLEL OPERATIONS

In the previous sections, the parallel program considered only applications, where the operationsrunning in paralel in different
threads were able to proceed independently on their subset of data. In many real application cases (for example image filtering



or image segmentati onll), each processing element (thread) must, at a certain point of its program execution receiveinformation
from neighbouring processing elements (threads). As an example, let us consider the parallelization of the game of Life.

tile 0 in
world ComputeServer [0]
20
0 0
tile 1in
ComputeServer [1]
4 4
5 R - 5
tile 2 in
ComputeServer [2]
9 9
10 N 10
tile 3in
ComputeServer [3]
14 14
15 U 15
10 1 19

Fig. 4 Theworld, thetilesand the array located in server threads.

Theworld is made of arectangular array of cells, which are either dead or alive. The state of acell in the next cycle depends on
its actual state as well as on the states of its 8 immediate neighbors according to the following rule: A living cell with 2 or 3
living cellsremains alive, otherwise it dies. A dead cell with 3 neighbors becomes alive, otherwise it remains dead.
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Par allelSer ver .ExchangeBor der (1) Fig. 5 Dependency diagram for two paralld iterations

To pardlelize the game of life, we segment the world into horizonta tiles whose vertical size is the total size divided by the
number of compute server threads. In each server thread, we create an array of the size of the horizontal tile plustwo horizontal
lines: one for the top border which isacopy of the most bottom line belonging to the previoustile and onefor the bottom border
which isacopy of themost top line belonging to the following tile (Fig. 4).The parallel program comprises the foll owing stages:

1. Readtheworld from afileand copy it into the arrayslocated in server threads. For this purpose, theworld is read from a
file, possibly passed as a parameter from the command line and tokens comprising each one part of the world are sent to
each server thread (split-merge construct).



2. Each pardllel iteration, i.e. each computation of the new state of the tiles making up the world includes two steps (Fig. 5):
(@) each thread must ask its neighbouring tiles to send its top and bottom neighbour lines and must merge these lines into
itscell array (tile); (b) each thread must compute the new state of its part of the world based on the present state.

3. Onceadl iterations are terminated, a high-level paralel Getworld operation collects the tiles computed by all threads and
merges them in the resulting output token.

The graphical representation of the schedule of operations for two parallel iterations (step 2 above), in the case of a4 tileworld
isshown in Fig. 5. In each step, the servers first exchange borders, synchronize to ensure that al borders have been received
(GS0), compute their tile, and synchronize again (GS1), before staring the next iteration step.

The main program comprises three calls to parallel CAP constructs : one for initialization of the world, one for computing the
iterations and one for gathering the results.

1 call ParallelServer.parallellnitPartWorld in fullworldP out resultP ;
2 call Parallel Server.Aut omat on (NB_I TERATIONS) in inputP out outputP;
3 call Parallel Server.GetWrld in inputP out |astResultP;

Prog. 17. Main program parallel operation call sequence

Let us assume that in each server thread, the tile representing a part of the world has been correctly initiaized by the high-level
parallelInitPartWorld parallel operation.

The Automaton high-level parallel operation comprises a sequence of two indexed parallel constructs. one for exchanging and
merging tile borders and one for the computing the tiles new state (game of life iteration, Prog. 18). The syntax of Prog. 18
matches the graphical representation of Fig. 5. Thelight gray box (single automaton step) in Fig. 5is specified at lines 10 to 18.
The first indexed parallel construct (line 10 to 13) specifies that all compute servers exchange borders simultaneously (a single
ExchangeBorders operation is shown asadark gray box in Fig. 5). The second indexed parallel construct specifiesthat all compute
servers compute their respective tilein paralld (lines 15 to 18). The repetition of the automaton step is specified using the CAP
for loop (line 9).

1 // on Main, sequences the indexed parallel ExchangeBorder and the follow ng

2 /1 indexed parallel ConputeStep

3

4 operation Parall el ServerT:: Automaton(i nt nblterations)

5 in void* InputP

6 out void* QutputP

7

8 /Il single iteration first

9 for (int it =0 ; it < nblterations ; it++ ) ( // iterations ExchangeBorders->ConputeSt ep
10 i ndexed /1 to synchronize exchange of borders
11 (int i =0 ; i < NUMBER OF _COWPUTE_SERVERS; i ++)

12 parallel ( void, void, Min, void output)

13 ( ExchangeBorders (i) )

14 >->

15 i ndexed

16 (int j =0; j < NUMBER_OF_COWPUTE_SERVERS ; | ++ )

17 parallel ( void, void, Min, void output)

18 ( Server[j].ConputeStep )

19 )

20 }

Prog. 18. CAP gpecification of the automaton iteration step

The ExchangeBorders operation is itself a high-level parallel operation comprising a parallel construct. Within each branch of
the parallel construct, split operations are empty (void) and merge operations copy atop or a bottom border into the thread'stile.
The merge of the parallel operation is executed in thread Server[partlx] and the operations themselves, i.e. respectively
sendBottomBorder and sendTopBorder are executed in thethread responsiblefor thetiles above and respectively below the current
tile (Server[partl x+1], Server[partlx-1]).

1 /1 this operation asks in parallel the neighbours to send their borders and nerges them

2 /1 exchange of borders works in wraparound node
3
4 operation Parall el ServerT:: ExchangeBorders (int partlx)
5 in void* InputP
6 out void* QutputP
7
8 parallel (Server[partlx], void result) ( // indicates nmerge in Server thread
9 ( void
10 , ifelse (partlx>0)
11 ( Server[partlx-1].sendBottonBorder) Il partlx>0
12 ( Server [ NUMBER O _COMPUTE_SERVERS- 1] . sendBott onBorder) // partl|x==0
13 , mer geBor der s( TopBor der)
14 )
15 ( void
16 ifel se (part!x<NUMBER OF COVPUTE_SERVERS- 1) /1 part| x<NUMBER_OF_COWPUTE_SERVERS- 1

17 ' ( Server[partlx+1].sendTopBor der) /1 part|x==NUVBER_COF_COMPUTE_SERVERS- 1



18 ( Server[0].sendTopBorder)
19 , mer geBor der s(Bot t onmBor der)
)

Prog. 19. CAP specification of the ExchangeBorder s oper ation

According to the presented solution (operation Automaton), all borders are exchanged in parallel and all computations are
executed in parallel. However, there is no overlap between the exchange of borders and the computations. In order to introduce
such an overlap, we can separate the ComputeStep procedure into a ComputeCenter procedure, i.e. the computation of those cells
whose 8-neighbours are located within the present tile and into a ComputerBorder procedure, whose cells are located at the
border of the current tile. Then, the central part may be computed at the same time as borders are exchanged between
neighbouring tiles. The parallel program needs only a very slight modification: the ExchangeBorders high-level operation
becomes the SendBorder CompCenter operation incorporating the new ComputeCenter |eaf operation.

1 /1l this operation asks in parallel the neighbours to send their borders and nmerges them
2
3 operation Parall el ServerT:: SendBor dersConpCent er (int partlx)
4 in void* InputP
5 out void* QutputP
6
7 parallel (Server[partlx], void result) ( /1 merge functions executed in thread Server[partlx]
8 ( void // no split function
9 , Server[partlx].Conput eCenter /1 conputeCenter executed in current thread
10 , void /1 no nerging operation
11 )
12 ( void
13 , ifelse (partlx>0)
14 ( Server[partlx-1].sendBottonBorder) Il partlx >0
15 ( Server [ NUMBER _OF_COWPUTE_SERVERS- 1] . sendBot t onBor der) I/ partlx==0, take last tile
16 , mergeBorders (TopBorder)
17 )
18 ( void
19 , ifelse (part!|x<NUMBER OF COVPUTE_SERVERS- 1)
20 ( Server[partlx+1].sendTopBorder ) /1 part|x<NUMBER OF_COWPUTE_SERVERS- 1
21 ( Server[O0].sendTopBorder ) /1 partlx==NUMBER OF_COMPUTE_SERVERS- 1
22 , mergeBorders (BottonBorder)
23 )
24 )
25 }

Prog. 20. CAP specification of theimproved ExchangeBor der s operation
The high-level operation Automaton, which expresses the global parallel behavior of the application keeps the same structure,
with ExchangeBorders (i) becoming ExchangeBordersCompCenter (i) and with ComputeStep becoming ComputeBorders.

/1 on Main, sequences the indexed parallel ExchangeBorder and the follow ng
/1 indexed parallel ConputeStep

1

2

3

4 operation Parall el ServerT:: Automaton(int nblterations)
5 in void* InputP

6 out void* QutputP

7 A

8

9

/Il single iteration first

for (int it =0 ; it < nblterations ; it++) (
10 indexed (int i=0; i<NUVBER OF COWPUTE_SERVERS; i ++)
11 paral l el (void,void, Main,void output)
12 ( ExchangeBor der sConpCenter (i) )
13 >->
14 i ndexed
15 (int j=0; j<NUMBER OF COVWPUTE_SERVERS; | ++)
16 paral l el (void,void, Main,void output)
17 | ( Server[j]. ConputeBorders)
18 ;

Prog. 21. CAP specification of theimproved Automaton operation

This example demonstrates that the parallel behavior of the program is concentrated in a few high-level operations and that it
can easily be modified to experiment with alternative parallelization schemes.



7. AREAL APPLICATION: THE VISIBLE HUMAN SLICE SERVER
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Fig. 6 Selecting within a Java applet an image slice within a

miniaturized 3D tomographic image

Thanksto CAP, aparald Visible Human Slice Server
has been developed, which offers the capability of
interactively specifying the exact position and
orientation of a desired slice (Figure 1) and of
requesting and obtaining that slice from a 3D
tomographic volume, made of either CT, MRI or
cryosection images (digital color photographs of
Cross-sections).

Accessing and extracting slices from the 3D Visible
Human image! requires high processing power and
considerable storage space, e.g. 13GBytes for the
human male dataset. We decided thereforeto build the
Visible Human Slice Server on top of 5 Bi-Pentium
Pro 200MHz PC’'s. An additional Bi-Pentium 1l
333MHz PC acts as the client on which the slices are
visualized. All the PC’s are interconnected through a
100M bits/s Fast Ethernet switch. A total of 60 disksis
equally distributed among the server's 5 Bi-Pentium
Pro PC's.

For enabling parallel accesstoitsdata, the Visible Human 3D volume is segmented into volumic extents of size 32x32x17 RGB
voxels, i.e. 51K Bytes, which are striped over the 60 disksresiding on the 5 server PC'S3. In order to extract an image slicefrom
the 3D image, the extents intersecting the slice are read and the slice parts contained in these volumic extents are extracted and

projected onto the display space (Figure 5).

volumic extent
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4

Slice specification
from the 3D image

Extraction of the digital slice Extracted dlice
parts

Projected dlice parts
merged into the final
displayable dlice

Fig. 7 Extraction of slice partsfrom volumic file extents

The parald dlice server application consists of a client PC and of server processes running on the server’s parallel PC's. The
client PC interprets the dlice location and orientation parameters defined by the user and determines the image extents which
need to be accessed. It sends to the concerned servers (servers whose disks contain the required extents) the extent reading and
image slice part extraction requests. These servers execute the requests and transfer the resulting slice parts to the client PC
which assembles them into the final displayable image dlice. The parallel slice server application is described by the diagram
of Fig. 6. Thisdiagram, trandated to the CAP language, corresponds to the parallel while operation described in Fig. 7.
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Fig. 8 Graphical representation of the pipelined parallel extent access and dice extraction operations

The parallel application consists of one large split-merge construct. The parallel branches comprise each an 1/0O operation to
read one volumic extent from disk and a computing operation to extract and resample the part of the specified image slice
intersecting the volumic extent previously read from disk. By reading extents asynchronously from disks, disks access
operations and computing operations are completely pipelined, i.e. the computation time is hidden by the disk access time or
vice-versa, depending if disk access time or computation time represents the bottleneck for a given hardware configuration i.e
for agiven number of PC’s and a given number of disks per PC. Note that since the split function generates hundreds of extent
access requests, each contributing server PC launches many simultaneous asynchronous extent access requests, providing
thereby a global bandwidth proportiona to the number of contributing disks.

operation Ps2ServerT::ExtractSlice lit function ~ mergefunction  output token of the
in SliceExtractionRequest T* |nputP sp 9 p

out SliceT* QutputP / / parallel ﬁhileoonstruct

(
parallel while (SplitSliceRequest, MergeSlicePart, dient, SliceT Qutput)
Ext ent Ser ver [ t hi sTokenP- >Ext ent Ser ver | ndex] . ReadExt ent
>->
Conput eSer ver [t hi sTokenP->Conput eSer ver | ndex] . Ext ract AndProj ect Sli cePart

)
Prog. 22. CAP construct for the pipelined parallel extent access and dice extraction operations
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The server's performance has been measured by striping the Visible Human (male dataset) onto 1 to 5 Bi-Pentium Pro server
PC's and onto 1 to 12 disks per server PC (max. 60 disks). Figure 8 shows the number of extracted 512x512 colour slices per
second for various configurations.

Each slice access request isdecomposed into 437 volumic extent access requests (22 M Bytes). For all the server configurations,
disk 1/0 bandwidth is always the bottleneck (effective single disk throughput for 51K B blocks: 1.88 MBytes/s). With 4.8 image
diced/s, the client PC is able to receive from the Fast Ethernet 7.8 MByteg/s of dice parts. These performances are close to the
performances offered by the underlying hardware, operating system (Windows NT) and network protocols (TCP/IP).

A scaled-down version of the server comprising asingle Bi-Pentium-I1 PC and 16 disks has been installed as a permanent Web
Server and offersits interactive slicing services at http://visiblehuman.epfl.ch.

8. CONCLUSIONS

We presented in a didactic manner the Computer-Aided Parallelization tool we propose for simplifying the creation of efficient
pipelined parallel image processing applications. Application programmers specify at a high level of abstraction the set of
threads present in the application, the processing operations offered by these threads, and the high-level parallel constructs
specifying the flow of data and parameters between operations. The generated program can run on various paralléel



configurations without recompilation. Only the configuration file mapping the CAP threadsto NT processes and PC’ s needsto
be modified. CAP also incorporates mechanisms for flow-control and |oad-balancing.

N

o

10.

11.
12.

5 o Besides the Visible Human Slice Server, CAP has been applied

451 1 server PC L,,},,L,j,,},,L,Q successfully to anumber of applications, both in thefield of image
P D St S I N g B processing® and in the field scientific computing®’. We have
a5 | 4sarver PC's i*"i"i" : ”3”1”9‘9 shown?® that the overhead specific to CAP is very low: each token
gl _ooEERes L T incorporates in addition to its user-defined structure a 24 bytes

header. The timeto transfer this additional amount of information
isgenerally negligible, when compared to the latency to launch the
transfer of one block of data on commercially available networks
(packet transfer latency on Fast Ethernet: 300 us). Therefore, the
overhead of CAP is generadly negligibly small. Since CAP
generates schedules described by directed acyclic graphs, CAP
programs are deadlock free by construction.
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We are currently preparing a distribution of CAP available to
interested users for teaching, research, and demonstration

Fig. 9 Slice extraction performanceunder various . neas This distribution will be downloadable from the Web.

configurations, without disk caching
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	10 TileT (int index){
	11 ��lineIndex = index ; // inline constructor
	12 }
	13 };
	14 token ImageT { // token comprising the full image,
	15 // used as the output of the merge function
	16 unsigned char buffer[IMAGE_SIZE_X*IMAGE_SIZE_Y];
	17 };
	Prog. 9. Mandelbrot tokens

	4.3. CAP threads
	1 process ParallelServerT { // higher-level abstract thread with subthreads
	2 subprocesses :
	3 MainProcessT Main ;
	4 ComputeServerT Server[NUMBER_OF_COMPUTE_SERVERS] ;
	5 operations : // higher-level operation, callable from main program
	6 GlobalOperation in StartT* InputP out ImageT* OutputP ;
	7 } ;
	8
	9 process ComputeServerT { // declaration of compute server thread
	10 operations :
	11 ComputeMandelbrot in TileDescriptionT* InputP out TileT* OutputP;
	12 };
	13
	14 process MainProcessT { // main process is the thread running the main program
	15 operations :
	16 } ;
	17
	18 ParallelServerT ParallelServer ; // instantiation of high-level parallel thread
	Prog. 10. Mandelbrot thread hierarchy

	4.4. CAP operations, split and merge functions
	1 int SplitFunction (StartT* inputP, // split function with fixed sequence
	2 TileDescriptionT* previousP, // of input parameters
	3 TileDescriptionT*& nextP)
	4 {
	5 int nextIndex = 0; // scanline index
	6 if (previousP!=0) nextIndex = previousP->lineIndex + 1;
	7 nextP = new TileDescriptionT(nextIndex); // allocates output token with correct index value
	8 if (nextIndex == IMAGE_SIZE_Y-1) return 0; // if last scanline, returns 0
	9 else return 1; // else continue calling the split function
	10 }
	11
	12 leaf operation ComputeServerT::ComputeMandelbrot // code of leaf operations
	13 in TileDescriptionT* InputP // input token is coming from split fct
	14 out TileT* OutputP // output token travels to merge function
	15 {
	16 OutputP = new TileT(InputP->lineIndex); // allocates output token:
	17 // tile comprising a single scanline
	18 for (int i=0; i< IMAGE_SIZE_X; i++) // computes magn values of each pixel of scanline
	19 ��OutputP->buffer[i] = MandelbrotFunction(i,InputP->lineIndex);
	20 }
	21
	22 void MergeFunction (ImageT* intoP, TileT* inputP) // merges scanlines into output image buffer
	23 { // copies one full scanline from
	24 // &inputP->buffer to &intoP->buffer
	25 CopyMemory(&intoP->buffer[inputP->lineIndex*IMAGE_SIZE_X],&inputP->buffer, IMAGE_SIZE_X);
	26 }
	27
	28 operation ParallelServerT::GlobalOperation // definition of parallel operations
	29 in StartT* InputP
	30 out ImageT* OutputP
	31 {
	32 parallel while ( SplitFunction, MergeFunction, Main, ImageT Result())
	33 ( Server[thisTokenP->lineIndex%NUMBER_OF_COMPUTE_SERVERS].ComputeMandelbrot) ;
	34 }
	Prog. 11. Mandelbrot parallel computation

	4.5. Main program
	1 int main () // main program
	2 {
	3 long StartupTime = GetTickCount();
	4 long EndComputingTime;
	5 StartT* InputP = new StartT() ; // input token to global operation
	6 ImageT* OutputP; // output token coming from global operations
	7 // calling the parallel operation
	8 call ParallelServer.GlobalOperation in InputP out OutputP ;
	9
	10 EndComputingTime = GetTickCount();
	11
	12 printf("Computing time [ms] is %l \n”, EndComputingTime-StartupTime );
	13 return 0 ;
	14 }
	Prog. 12. Mandelbrot main program


	5. FLOW CONTROL AND LOAD BALANCING ISSUES
	1 flow_control (maxNbTokens)
	2 indexed
	3 (int index = 0 ; index < indexMax ; index++)
	4 parallel (splitfct, mergefct, Main, OutT outP)
	5 (ComputeServer[...].operation ) ;
	Prog. 13. flow-control
	1 indexed
	2 ( int indexFC = 0 ; indexFC < maxNbTokens ; indexFC++ )
	3 parallel (copyInputToken, copyOutputToken, Main, OutT outP) (
	4 for ( int nbCirculations = 0 ;
	5 nbCirculations<indexMax/maxNbTokens ;
	6 nbCirculations++ )
	7 ( Main.splitfct
	8 >-> ComputerServer[...].operation
	9 >-> Main.mergefct
	10 )
	11 );

	Prog. 14. CAP flow-control implementation
	1 (
	2 flow_control (20)
	3 indexed
	4 ( int index = 0 ; index < indexMax ; index++ )
	5 parallel (splitfct, mergefct, main, OutT outP)
	6 �( ComputerServer[cap_fcindex0%NbOfComputeServers].
	7 operation );
	8 )

	Prog. 15. Load balancing
	1 operation ParallelServerT::GlobalOperation
	2 in ImageT* InputP
	3 out ImageT* OutputP
	4
	5 { flow_control(20)
	6 parallel while (SplitFunction, MergeFunction, Main, ImageT Result())
	7 ( Server[cap_fcindex0%NUMBER_OF_COMPUTE_SERVERS].ComputeMandelbrot ) ;
	8 }

	Prog. 16. Flow-control, load balanced Mandelbrot parallel operation
	TABLE 1. Mandelbrot program execution times on one and two Pentium II PC’s

	6. NEIGHBORHOOD DEPENDENT PARALLEL OPERATIONS
	Fig. 4�� The world, the tiles and the array located in server threads.
	Fig. 5�� Dependency diagram for two parallel iterations
	1. Read the world from a file and copy it into the arrays located in server threads. For this pur...
	2. Each parallel iteration, i.e. each computation of the new state of the tiles making up the wor...
	3. Once all iterations are terminated, a high-level parallel GetWorld operation collects the tile...
	1 call ParallelServer.parallelInitPartWorld in fullworldP out resultP ;
	2 call ParallelServer.Automaton (NB_ITERATIONS) in inputP out outputP;
	3 call ParallelServer.GetWorld in inputP out lastResultP;
	Prog. 17. Main program parallel operation call sequence
	1 // on Main, sequences the indexed parallel ExchangeBorder and the following
	2 // indexed parallel ComputeStep
	3
	4 operation ParallelServerT::Automaton(int nbIterations)
	5 in void* InputP
	6 out void* OutputP
	7 {
	8 // single iteration first
	9 for (int it = 0 ; it < nbIterations ; it++ ) ( // iterations ExchangeBorders->ComputeStep
	10 indexed // to synchronize exchange of borders
	11 ( int i = 0 ; i < NUMBER_OF_COMPUTE_SERVERS; i++)
	12 �� parallel ( void, void, Main, void output)
	13 �� ( ExchangeBorders (i) )
	14 >->
	15 indexed
	16 ( int j = 0; j < NUMBER_OF_COMPUTE_SERVERS ; j++ )
	17 �� parallel ( void, void, Main, void output)
	18 ���� ( Server[j].ComputeStep )
	19 ) ;
	20 }

	Prog. 18. CAP specification of the automaton iteration step
	1 // this operation asks in parallel the neighbours to send their borders and merges them
	2 // exchange of borders works in wraparound mode
	3
	4 operation ParallelServerT::ExchangeBorders (int partIx)
	5 in void* InputP
	6 out void* OutputP
	7 {
	8 parallel (Server[partIx], void result) ( // indicates merge in Server thread
	9 ( void
	10 �� , ifelse (partIx>0)
	11 �� ( Server[partIx-1].sendBottomBorder) // partIx>0
	12 ��� ( Server[NUMBER_OF_COMPUTE_SERVERS-1].sendBottomBorder) // partIx==0
	13 �� , mergeBorders(TopBorder)
	14 �� )
	15 �� ( void
	16 �� , ifelse (partIx<NUMBER_OF_COMPUTE_SERVERS-1) // partIx<NUMBER_OF_COMPUTE_SERVERS-1
	17 ���� ( Server[partIx+1].sendTopBorder) // partIx==NUMBER_OF_COMPUTE_SERVERS-1
	18 ���� ( Server[0].sendTopBorder)
	19 �� , mergeBorders(BottomBorder)
	20 �� )
	21 ) ;
	22 }

	Prog. 19. CAP specification of the ExchangeBorders operation
	1 // this operation asks in parallel the neighbours to send their borders and merges them
	2
	3 operation ParallelServerT::SendBordersCompCenter (int partIx)
	4 � in void* InputP
	5 � out void* OutputP
	6 {
	7 �� parallel (Server[partIx], void result) ( // merge functions executed in thread Server[partIx]
	8 ( void // no split function
	9 , Server[partIx].ComputeCenter // computeCenter executed in current thread
	10 , void // no merging operation
	11 )
	12 ( void
	13 � , ifelse (partIx>0)
	14 � ( Server[partIx-1].sendBottomBorder) // partIx > 0
	15 � ( Server[NUMBER_OF_COMPUTE_SERVERS-1].sendBottomBorder) // partIx==0, take last tile
	16 � , mergeBorders (TopBorder)
	17 � )
	18 ��� ( void
	19 �� , ifelse (partIx<NUMBER_OF_COMPUTE_SERVERS-1)
	20 ( Server[partIx+1].sendTopBorder ) // partIx<NUMBER_OF_COMPUTE_SERVERS-1
	21 � ( Server[0].sendTopBorder ) // partIx==NUMBER_OF_COMPUTE_SERVERS-1
	22 �� , mergeBorders (BottomBorder)
	23 ��� )
	24 );
	25 }

	Prog. 20. CAP specification of the improved ExchangeBorders operation
	1 // on Main, sequences the indexed parallel ExchangeBorder and the following
	2 // indexed parallel ComputeStep
	3
	4 operation ParallelServerT::Automaton(int nbIterations)
	5 in void* InputP
	6 out void* OutputP
	7 {
	8 // single iteration first
	9 for (int it = 0 ; it < nbIterations ; it++) (
	10 indexed (int i=0; i<NUMBER_OF_COMPUTE_SERVERS; i++)
	11 parallel (void,void,Main,void output)
	12 �( ExchangeBordersCompCenter (i) )
	13 >->
	14 indexed
	15 (int j=0; j<NUMBER_OF_COMPUTE_SERVERS; j++)
	16 parallel (void,void,Main,void output)
	17 ( Server[j].ComputeBorders)
	18 ) ;
	19 }

	Prog. 21. CAP specification of the improved Automaton operation


	7. A REAL APPLICATION: THE VISIBLE HUMAN SLICE SERVER
	Fig. 6�� Selecting within a Java applet an image slice within a miniaturized 3D tomographic image
	Fig. 7�� Extraction of slice parts from volumic file extents
	Fig. 8�� Graphical representation of the pipelined parallel extent access and slice extraction op...
	1 operation Ps2ServerT::ExtractSlice
	2 ��in SliceExtractionRequestT* InputP
	3 ��out SliceT* OutputP
	4 (
	5 ��parallel while (SplitSliceRequest, MergeSlicePart, Client, SliceT Output)
	6 ��(
	7 ����ExtentServer[thisTokenP->ExtentServerIndex].ReadExtent
	8 ����>->
	9 ����ComputeServer[thisTokenP->ComputeServerIndex].ExtractAndProjectSlicePart
	10 ��};
	11 )


	8. CONCLUSIONS
	Fig. 9�� Slice extraction performance under various configurations, without disk caching
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